**Message Queues**

Message queues allow one or more processes to write messages that will be read by one or more reading processes. Linux maintains a list of message queues, the msgque vector: each element of which points to a msqid\_ds data structure that fully describes the message queue. When message queues are created, a new msqid\_ds data structure is allocated from system memory and inserted into the vector.
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Figure: System V IPC Message Queues

Each msqid\_ds data structure contains an ipc\_perm data structure and pointers to the messages entered onto this queue. In addition, Linux keeps queue modification times such as the last time that this queue was written to and so on. Themsqid\_ds also contains two wait queues: one for the writers to the queue and one for the readers of the queue.

Each time a process attempts to write a message to the write queue, its effective user and group identifiers are compared with the mode in this queue's ipc\_perm data structure. If the process can write to the queue then the message may be copied from the process' address space into a msg data structure and put at the end of this message queue. Each message is tagged with an application specific type, agreed between the cooperating processes. However, there may be no room for the message as Linux restricts the number and length of messages that can be written. In this case the process will be added to this message queue's write wait queue and the scheduler will be called to select a new process to run. It will be awakened when one or more messages have been read from this message queue.

Reading from the queue is similar. Again, the process' access rights to the write queue are checked. A reading process may choose to either get the first message in the queue regardless of its type or select messages with particular types. If no messages match this criteria the reading process will be added to the message queue's read wait queue and the scheduler run. When a new message is written to the queue this process will be awakened and run again.

**SEMAPHORE**

In its simplest form a semaphore is a location in memory whose value can be tested and set by more than one process. The test and set operation is, so far as each process is concerned, uninterruptible or atomic; once started nothing can stop it. The result of the test and set operation is the addition of the current value of the semaphore and the set value, which can be positive or negative. Depending on the result of the test and set operation one process may have to sleep until the semphore's value is changed by another process. Semaphores can be used to implement critical regions, areas of critical code that only one process at a time should be executing.

Although a program variable could be considered "a location in memory whose value can be tested and set", the key different is that with a semaphore is accessible to other processes, whereas a variable is only accessible to the one process that created it. The fact that it is accessible from multiple processes is the key feature of a semaphore.

Say you had many cooperating processes reading records from and writing records to a single data file. You would want that file access to be strictly coordinated. You could use a semaphore with an initial value of 1 and, around the file operating code, put two semaphore operations, the first to test and decrement the semaphore's value and the second to test and increment it. The first process to access the file would try to decrement the semaphore's value and it would succeed, the semaphore's value now being 0. This process can now go ahead and use the data file but if another process wishing to use it now tries to decrement the semaphore's value it would fail as the result would be -1. That process will be suspended until the first process has finished with the data file. When the first process has finished with the data file it will increment the semaphore's value, making it 1 again. Now the waiting process can be awakened and this time its attempt to decrement the semaphore will succeed.
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Figure: System V IPC Semaphores

System V IPC semaphore objects each describe a semaphore array and Linux uses the semid\_ds data structure to represent this. All of the semid\_ds data structures in the system are pointed at by the semary, a vector of pointers. There are sem\_nsems in each semaphore array, each one described by a sem data structure pointed at by sem\_base. All of the processes that are allowed to manipulate the semaphore array of a System V IPC semaphore object may make system calls that perform operations on them. The system call can specify many operations and each operation is described by three inputs: the semaphore index, the operation value and a set of flags. The semaphore index is an index into the semaphore array and the operation value is a numerical value that will be added to the current value of the semaphore. First Linux tests whether or not all of the operations would succeed. An operation will succeed if the operation value added to the semaphore's current value would be greater than zero or if both the operation value and the semaphore's current value are zero. If any of the semaphore operations would fail Linux may suspend the process but only if the operation flags have not requested that the system call is non-blocking. If the process is to be suspended then Linux must save the state of the semaphore operations to be performed and put the current process onto a wait queue. It does this by building asem\_queue data structure on the stack and filling it out. The new sem\_queue data structure is put at the end of this semaphore object's wait queue (using the sem\_pending and sem\_pending\_last pointers). The current process is put on the wait queue in the sem\_queue data structure (sleeper) and the scheduler called to choose another process to run.

If all of the semaphore operations would have succeeded and the current process does not need to be suspended, Linux goes ahead and applies the operations to the appropriate members of the semaphore array. Now Linux must check that any waiting, suspended, processes may now apply their semaphore operations. It looks at each member of the operations pending queue (sem\_pending) in turn, testing to see if the semphore operations will succeed this time. If they will then it removes the sem\_queue data structure from the operations pending list and applies the semaphore operations to the semaphore array. It wakes up the sleeping process making it available to be restarted the next time the scheduler runs. Linux keeps looking through the pending list from the start until there is a pass where no semaphore operations can be applied and so no more processes can be awakened.

There is a problem with semaphores: deadlocks. These occur when one process has altered the semaphore's value as it enters a critical region but then fails to leave the critical region because it crashed or was killed. Linux protects against this by maintaining lists of adjustments to the semaphore arrays. The idea is that when these adjustments are applied, the semaphores will be put back to the state that they were in before the a process' set of semaphore operations were applied. These adjustments are kept in sem\_undo data structures queued both on the semid\_ds data structure and on thetask\_struct data structure for the processes using these semaphore arrays.

Each individual semaphore operation may request that an adjustment be maintained. Linux will maintain at most onesem\_undo data structure per process for each semaphore array. If the requesting process does not have one, then one is created when it is needed. The new sem\_undo data structure is queued both onto this process' task\_struct data structure and onto the semaphore array's semid\_ds data structure. As operations are applied to the semphores in the semaphore array the negation of the operation value is added to this semphore's entry in the adjustment array of this process'sem\_undo data structure. So, if the operation value is 2, then -2 is added to the adjustment entry for this semaphore.

When processes are deleted, as they exit Linux works through their set of sem\_undo data structures applying the adjustments to the semaphore arrays. If a semaphore set is deleted, the sem\_undo data structures are left queued on the process' task\_struct but the semaphore array identifier is made invalid. In this case the semaphore clean up code simply discards the sem\_undo data structure.

**Named semaphores**

A named semaphore is identified by a name of the form */somename*. Two processes can operate on the same named semaphore by passing the same name to[***sem\_open***](http://linux.die.net/man/3/sem_open)*(3)*.

The ***[sem\_open](http://linux.die.net/man/3/sem_open)****(3)* function creates a new named semaphore or opens an existing named semaphore. After the semaphore has been opened, it can be operated on using ***[sem\_post](http://linux.die.net/man/3/sem_post)****(3)* and ***[sem\_wait](http://linux.die.net/man/3/sem_wait)****(3)*. When a process has finished using the semaphore, it can use ***[sem\_close](http://linux.die.net/man/3/sem_close)****(3)* to close the semaphore. When all processes have finished using the semaphore, it can be removed from the system using ***[sem\_unlink](http://linux.die.net/man/3/sem_unlink)****(3)*.

**Unnamed semaphores (memory-based semaphores)**

An unnamed semaphore does not have a name. Instead the semaphore is placed in a region of memory that is shared between multiple threads (a *thread-shared semaphore*) or processes (a *process-shared semaphore*). A thread-shared semaphore is placed in an area of memory shared between by the threads of a process, for example, a global variable

**Pipes**

The common Linux shells all allow redirection. For example

$ ls | pr | lpr

pipes the output from the ls command listing the directory's files into the standard input of the pr command which paginates them. Finally the standard output from the pr command is piped into the standard input of the lpr command which prints the results on the default printer. Pipes then are unidirectional byte streams which connect the standard output from one process into the standard input of another process. Neither process is aware of this redirection and behaves just as it would normally. It is the shell that sets up these temporary pipes between the processes.
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Figure: Pipes

In Linux, a pipe is implemented using two file data structures which both point at the same temporary VFS inode which, in turn, points at a physical page within memory. Figure [5.1](http://www.linux-tutorial.info/modules.php?name=MContent&pageid=290#pipes-figure) shows that each file data structure contains pointers to different file operation routine vectors: one for writing to the pipe, the other for reading from the pipe.

This hides the underlying differences from the generic system calls which read and write to ordinary files. As the writing process writes to the pipe, bytes are copied into the shared data page and when the reading process reads from the pipe, bytes are copied from the shared data page. Linux must synchronize access to the pipe. It must make sure that the reader and the writer of the pipe are in step and to do this it uses locks, wait queues and signals.

When the writer wants to write to the pipe it uses the standard write library functions. These all pass file descriptors that are indices into the process' set of file data structures, each one representing an open file or, as in this case, an open pipe. The Linux system call uses the write routine pointed at by the file data structure describing this pipe. That write routine uses information held in the VFS inode representing the pipe to manage the write request.

If there is enough room to write all of the bytes into the pipe and, so long as the pipe is not locked by its reader, Linux locks it for the writer and copies the bytes to be written from the process' address space into the shared data page. If the pipe is locked by the reader or if there is not enough room for the data then the current process is made to sleep on the pipe inode's wait queue and the scheduler is called so that another process can run. It is interruptible, so it can receive signals and it will be awakened by the reader when there is enough room for the write data or when the pipe is unlocked. When the data has been written, the pipe's VFS inode is unlocked and any waiting readers sleeping on the inode's wait queue will themselves be awakened.

Reading data from the pipe is a very similar process to writing to it.

Processes are allowed to do non-blocking reads (depending on the mode in which they opened the file or pipe and if there is no data to be read or if the pipe is locked, an error will be returned,as in this case). This means that the process *can*continue to run. The alternative is to wait on the pipe inode's wait queue until the write process has finished. When both processes have finished with the pipe, the pipe inode is discarded along with the shared data page.

Linux also supports *named* pipes, also known as FIFOs because pipes operate on a First In, First Out principle. The first data written into the pipe is the first data read from the pipe. Unlike pipes, FIFOs are not temporary objects, they are entities in the file system and can be created using the mkfifo command. Processes are free to use a FIFO so long as they have appropriate access rights to it. The way that FIFOs are opened is a little different from pipes. A pipe (its two filedata structures, its VFS inode and the shared data page) is created in one go whereas a FIFO already exists and is opened and closed by its users. Linux must handle readers opening the FIFO before writers open it as well as readers reading before any writers have written to it. That aside, FIFOs are handled almost exactly the same way as pipes and they use the same data structures and operations.

**Shared Memory**

Shared memory allows one or more processes to communicate via memory that appears in all of their virtual address spaces. The pages of the virtual memory is referenced by page table entries in each of the sharing processes' page tables. It does not have to be at the same address in all of the processes' virtual memory. As with all System V IPC objects, access to shared memory areas is controlled via keys and access rights checking. Once the memory is being shared, there are no checks on how the processes use it. They must rely on other mechanisms, for example System V semaphores, to synchronize access to the memory.

![http://www.linux-tutorial.info/Linux_Tutorial/The_Operating_System/Interprocess_Communication/shm.gif](data:image/gif;base64,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)
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Each newly created shared memory area is represented by a shmid\_ds data structure. These are kept in the shm\_segsvector.

The shmid\_ds data structure decribes how big the area of shared memory is, how many processes are using it and information about how that shared memory is mapped into their address spaces. It is the creator of the shared memory that controls the access permissions to that memory and whether its key is public or private. If it has enough access rights it may also lock the shared memory into physical memory.

Each process that wishes to share the memory must attach to that virtual memory via a system call. This creates a newvm\_area\_struct data structure describing the shared memory for this process. The process can choose where in its virtual address space the shared memory goes or it can let Linux choose a free area large enough. The new vm\_area\_structstructure is put into the list of vm\_area\_struct pointed at by the shmid\_ds. The vm\_next\_shared and vm\_prev\_sharedpointers are used to link them together. The virtual memory is not actually created during the attachment; it happens when the first process attempts to access it.

The first time that a process accesses one of the pages of the shared virtual memory, a page fault will occur. When Linux fixes up that page fault it finds the vm\_area\_struct data structure describing it. This contains pointers to handler routines for this type of shared virtual memory. The shared memory page fault handling code looks in the list of page table entries for this shmid\_ds to see if one exists for this page of the shared virtual memory. If it does not exist, it will allocate a physical page and create a page table entry for it.

This entry is saved in the current process' page tables and the shmid\_ds.. Consequently, when the next process that attempts to access this memory gets a page fault, the shared memory fault handling code will use this newly created physical page for that process too. So, the first process that accesses a page of the shared memory causes it to be created and thereafter access by the other processes cause that page to be added into their virtual address spaces.

When processes no longer wish to share the virtual memory, they detach from it. So long as other processes are still using the memory the detach only affects the current process. Its vm\_area\_struct is removed from the shmid\_ds data structure and deallocated. The current process's page tables are updated to invalidate the area of virtual memory that it once shared. When the last process sharing the memory detaches from it, the pages of the shared memory current in physical memory are freed, as is the shmid\_ds data structure for this shared memory.

Further complications arise when shared virtual memory is not locked into physical memory. In this case the pages of the shared memory may be swapped out to the system's swap disk during periods of high memory usage.

## What is Perl?

Perl is a general-purpose programming language originally developed for text manipulation and now used for a wide range of tasks including system administration, web development, network programming, GUI development, and more.

The language is intended to be practical (easy to use, efficient, complete) rather than beautiful (tiny, elegant, minimal). Its major features are that it's easy to use, supports both procedural and object-oriented (OO) programming, has powerful built-in support for text processing, and has one of the world's most impressive collections of third-party modules.

Running Perl programs

To run a Perl program from the Unix command line:

1. perl progname.pl

Alternatively, put this as the first line of your script:

1. #!/usr/bin/env perl

... and run the script as /path/to/script.pl. Of course, it'll need to be executable first, so chmod 755 script.pl (under Unix).

## Basic syntax overview

A Perl script or program consists of one or more statements. These statements are simply written in the script in a straightforward fashion. There is no need to have a main() function or anything of that kind.

Perl statements end in a semi-colon:

1. [**print**](http://perldoc.perl.org/functions/print.html) "Hello, world";

Comments start with a hash symbol and run to the end of the line

1. # This is a comment

Whitespace is irrelevant:

1. [**print**](http://perldoc.perl.org/functions/print.html)
2. "Hello, world"
3. ;

... except inside quoted strings:

1. # this would print with a linebreak in the middle
2. [**print**](http://perldoc.perl.org/functions/print.html) "Hello
3. world";

Double quotes or single quotes may be used around literal strings:

1. [**print**](http://perldoc.perl.org/functions/print.html) "Hello, world";
2. [**print**](http://perldoc.perl.org/functions/print.html) 'Hello, world';

However, only double quotes "interpolate" variables and special characters such as newlines (\n ):

1. [**print**](http://perldoc.perl.org/functions/print.html) "Hello, $name\n"; # works fine
2. [**print**](http://perldoc.perl.org/functions/print.html) 'Hello, $name\n'; # prints $name\n literally

Numbers don't need quotes around them:

1. [**print**](http://perldoc.perl.org/functions/print.html) 42;

You can use parentheses for functions' arguments or omit them according to your personal taste. They are only required occasionally to clarify issues of precedence.

1. [**print**](http://perldoc.perl.org/functions/print.html)("Hello, world\n");
2. [**print**](http://perldoc.perl.org/functions/print.html) "Hello, world\n";

More detailed information about Perl syntax can be found in [perlsyn](http://perldoc.perl.org/perlsyn.html).

## Perl variable types

Perl has three main variable types: scalars, arrays, and hashes.

* **Scalars**

A scalar represents a single value:

* 1. [**my**](http://perldoc.perl.org/functions/my.html) $animal = "camel";
  2. [**my**](http://perldoc.perl.org/functions/my.html) $answer = 42;

Scalar values can be strings, integers or floating point numbers, and Perl will automatically convert between them as required. There is no need to pre-declare your variable types, but you have to declare them using the[**my**](http://perldoc.perl.org/functions/my.html) keyword the first time you use them. (This is one of the requirements of [**use**](http://perldoc.perl.org/functions/use.html) strict; .)

Scalar values can be used in various ways:

* 1. [**print**](http://perldoc.perl.org/functions/print.html) $animal;
  2. [**print**](http://perldoc.perl.org/functions/print.html) "The animal is $animal\n";
  3. [**print**](http://perldoc.perl.org/functions/print.html) "The square of $answer is ", $answer \* $answer, "\n";

There are a number of "magic" scalars with names that look like punctuation or line noise. These special variables are used for all kinds of purposes, and are documented in [perlvar](http://perldoc.perl.org/perlvar.html). The only one you need to know about for now is $\_ which is the "default variable". It's used as the default argument to a number of functions in Perl, and it's set implicitly by certain looping constructs.

* 1. [**print**](http://perldoc.perl.org/functions/print.html); # prints contents of $\_ by default
* **Arrays**

An array represents a list of values:

* 1. [**my**](http://perldoc.perl.org/functions/my.html) @animals = ("camel", "llama", "owl");
  2. [**my**](http://perldoc.perl.org/functions/my.html) @numbers = (23, 42, 69);
  3. [**my**](http://perldoc.perl.org/functions/my.html) @mixed = ("camel", 42, 1.23);

Arrays are zero-indexed. Here's how you get at elements in an array:

* 1. [**print**](http://perldoc.perl.org/functions/print.html) $animals[0]; # prints "camel"
  2. [**print**](http://perldoc.perl.org/functions/print.html) $animals[1]; # prints "llama"

The special variable $#array tells you the index of the last element of an array:

* 1. [**print**](http://perldoc.perl.org/functions/print.html) $mixed[$#mixed]; # last element, prints 1.23

You might be tempted to use $#array + 1 to tell you how many items there are in an array. Don't bother. As it happens, using @array where Perl expects to find a scalar value ("in scalar context") will give you the number of elements in the array:

* 1. if (@animals < 5) { ... }

The elements we're getting from the array start with a $ because we're getting just a single value out of the array; you ask for a scalar, you get a scalar.

To get multiple values from an array:

* 1. @animals[0,1]; # gives ("camel", "llama");
  2. @animals[0..2]; # gives ("camel", "llama", "owl");
  3. @animals[1..$#animals]; # gives all except the first element

This is called an "array slice".

You can do various useful things to lists:

* 1. [**my**](http://perldoc.perl.org/functions/my.html) @sorted = [**sort**](http://perldoc.perl.org/functions/sort.html) @animals;
  2. [**my**](http://perldoc.perl.org/functions/my.html) @backwards = [**reverse**](http://perldoc.perl.org/functions/reverse.html) @numbers;

There are a couple of special arrays too, such as @ARGV (the command line arguments to your script) and @\_(the arguments passed to a subroutine). These are documented in [perlvar](http://perldoc.perl.org/perlvar.html).

* **Hashes**

A hash represents a set of key/value pairs:

* 1. [**my**](http://perldoc.perl.org/functions/my.html) %fruit\_color = ("apple", "red", "banana", "yellow");

You can use whitespace and the => operator to lay them out more nicely:

* 1. [**my**](http://perldoc.perl.org/functions/my.html) %fruit\_color = (
  2. apple => "red",
  3. banana => "yellow",
  4. );

To get at hash elements:

* 1. $fruit\_color{"apple"}; # gives "red"

You can get at lists of keys and values with [**keys()**](http://perldoc.perl.org/functions/keys.html) and [**values()**](http://perldoc.perl.org/functions/values.html).

* 1. [**my**](http://perldoc.perl.org/functions/my.html) @fruits = [**keys**](http://perldoc.perl.org/functions/keys.html) %fruit\_colors;
  2. [**my**](http://perldoc.perl.org/functions/my.html) @colors = [**values**](http://perldoc.perl.org/functions/values.html) %fruit\_colors;

Hashes have no particular internal order, though you can sort the keys and loop through them.

Just like special scalars and arrays, there are also special hashes. The most well known of these is %ENVwhich contains environment variables. Read all about it (and other special variables) in [perlvar](http://perldoc.perl.org/perlvar.html).

Scalars, arrays and hashes are documented more fully in [perldata](http://perldoc.perl.org/perldata.html).

More complex data types can be constructed using references, which allow you to build lists and hashes within lists and hashes.

A reference is a scalar value and can refer to any other Perl data type. So by storing a reference as the value of an array or hash element, you can easily create lists and hashes within lists and hashes. The following example shows a 2 level hash of hash structure using anonymous hash references.

1. [**my**](http://perldoc.perl.org/functions/my.html) $variables = {
2. scalar => {
3. description => "single item",
4. sigil => '$',
5. },
6. array => {
7. description => "ordered list of items",
8. sigil => '@',
9. },
10. hash => {
11. description => "key/value pairs",
12. sigil => '%',
13. },
14. };
15. [**print**](http://perldoc.perl.org/functions/print.html) "Scalars begin with a $variables->{'scalar'}->{'sigil'}\n";

**CGI**

The **Common Gateway Interface** (**CGI**) is a standard (see [RFC3875: CGI Version 1.1](http://www.ietf.org/rfc/rfc3875.txt)) that defines how [webserver](http://en.wikipedia.org/wiki/Webserver" \o "Webserver) software can delegate the generation of [webpages](http://en.wikipedia.org/wiki/Webpage" \o "Webpage) to a [console application](http://en.wikipedia.org/wiki/Console_application). Such applications are known as *CGI scripts*; they can be written in any programming language, although [scripting languages](http://en.wikipedia.org/wiki/Scripting_language) are often used. In simple words the CGI provides an interface between the webservers and the clients. They will identify the request from client and will invoke appropriate function to return the result to the requested clients

## purpose

The task of a webserver is to respond to requests for webpages issued by [clients](http://en.wikipedia.org/wiki/Client_(computing)) (usually [web browsers](http://en.wikipedia.org/wiki/Web_browser)) by analyzing the content of the request (which is mostly in its [URL](http://en.wikipedia.org/wiki/URL)), determining an appropriate document to send in response, and returning it to the client.

If the request identifies a file on disk, the server can just return the file's contents. Alternatively, the document's content can be composed on the fly. One way of doing this is to let a console application compute the document's contents, and tell the web server to use that console application. CGI specifies which information is communicated between the webserver and such a console application, and how.

The webserver software will invoke the console application as a command. CGI defines how information about the request (such as the [URL](http://en.wikipedia.org/wiki/URL)) is passed to the command in the form of arguments and [environment variables](http://en.wikipedia.org/wiki/Environment_variable). The application is supposed to write the output document to [standard output](http://en.wikipedia.org/wiki/Standard_output); CGI defines how it can pass back extra information about the output (such as the [MIME type](http://en.wikipedia.org/wiki/MIME_type), which defines the type of document being returned) by prepending it with [headers](http://en.wikipedia.org/wiki/List_of_HTTP_headers).

## Drawbacks

Calling a command generally means the invocation of a newly created [process](http://en.wikipedia.org/wiki/Computer_process). Starting up the process can take up much more time and memory than the actual work of generating the output, especially when the program still needs to be [interpreted](http://en.wikipedia.org/wiki/Interpret) or [compiled](http://en.wikipedia.org/wiki/Compiler). If the command is called often, the resulting workload can quickly overwhelm the web server.

The overhead involved in interpretation may be reduced by using compiled CGI programs, such as those in [C](http://en.wikipedia.org/wiki/C_(programming_language))/[C++](http://en.wikipedia.org/wiki/C%2B%2B), rather than using [Perl](http://en.wikipedia.org/wiki/Perl) or other scripting languages. The overhead involved in process creation can be reduced by solutions such as [FastCGI](http://en.wikipedia.org/wiki/FastCGI" \o "FastCGI), or by running the application code entirely within the webserver using special extension modules.

**Tcl**

**Tcl** (originally from "Tool Command Language", but conventionally rendered as "Tcl" rather than "TCL"; pronounced as "[tickle](http://en.wiktionary.org/wiki/tickle)" or "tee-see-ell"[[2]](http://en.wikipedia.org/wiki/Tcl#cite_note-1)) is a [scripting language](http://en.wikipedia.org/wiki/Scripting_language) created by [John Ousterhout](http://en.wikipedia.org/wiki/John_Ousterhout).[[3]](http://en.wikipedia.org/wiki/Tcl#cite_note-2) Originally "born out of frustration,"[[4]](http://en.wikipedia.org/wiki/Tcl#cite_note-3) according to the author, with programmers devising their own (poor quality) languages intended to be embedded into applications, Tcl gained acceptance on its own. It is commonly used for [rapid prototyping](http://en.wikipedia.org/wiki/Rapid_prototyping), scripted applications, GUIs and testing. Tcl is used on embedded systems platforms, both in its full form and in several other small-footprinted versions. Tcl is also used for [CGI](http://en.wikipedia.org/wiki/Common_Gateway_Interface) scripting and as the scripting language for the [Eggdrop](http://en.wikipedia.org/wiki/Eggdrop" \o "Eggdrop) bot. Tcl is popularly used today in many automated test harnesses, both for software and hardware, and has a loyal following in the Network Testing and [SQA](http://en.wikipedia.org/wiki/Software_Quality_Assurance" \o "Software Quality Assurance)communities.

The combination of Tcl and the [Tk](http://en.wikipedia.org/wiki/Tk_(framework)" \o "Tk (framework)) [GUI toolkit](http://en.wikipedia.org/wiki/Widget_toolkit) is referred to as **Tcl/Tk** which is often pronounced "tickle tock."

## Features

Tcl's features include

* All operations are [commands](http://en.wikipedia.org/wiki/Command_(computing)), including language structures. They are written in [prefix notation](http://en.wikipedia.org/wiki/Prefix_notation).
* Commands are commonly [variadic](http://en.wikipedia.org/wiki/Variadic" \o "Variadic).
* Everything can be dynamically redefined and overridden.
* All [data types](http://en.wikipedia.org/wiki/Data_type) can be manipulated as [strings](http://en.wikipedia.org/wiki/String_(computer_science)), including [code](http://en.wikipedia.org/wiki/Code).
* [Event-driven interface](http://en.wikipedia.org/wiki/Event-driven_programming) to [sockets](http://en.wikipedia.org/wiki/Socket) and [files](http://en.wikipedia.org/wiki/Computer_file). Time-based and user-defined events are also possible.
* Variable visibility restricted to lexical (static) scope by default, but [uplevel](http://en.wikipedia.org/wiki/Uplevel" \o "Uplevel) and upvar allowing procs to interact with the enclosing functions' scopes.
* All commands defined by Tcl itself generate error messages on incorrect usage.
* [Extensible](http://en.wikipedia.org/wiki/Extensibility), via [C](http://en.wikipedia.org/wiki/C_(programming_language)), [C++](http://en.wikipedia.org/wiki/C%2B%2B), [Java](http://en.wikipedia.org/wiki/Java_(programming_language)), and Tcl.
* [Interpreted language](http://en.wikipedia.org/wiki/Interpreted_language) using [bytecode](http://en.wikipedia.org/wiki/Bytecode" \o "Bytecode)
* Full [Unicode](http://en.wikipedia.org/wiki/Unicode) (3.1) support, first released 1999.
* Platform independent: [Win32](http://en.wikipedia.org/wiki/Win32), [UNIX](http://en.wikipedia.org/wiki/Unix), [Linux](http://en.wikipedia.org/wiki/Linux), [Mac](http://en.wikipedia.org/wiki/Apple_Macintosh), etc.
* Close integration with windowing ([GUI](http://en.wikipedia.org/wiki/GUI)) interface [Tk](http://en.wikipedia.org/wiki/Tk_(framework)).
* Multiple distribution mechanisms exist:
  + Full development version (e. g. ActiveState Tcl)
  + tclkit (kind of single-file runtime, only about 1 megabyte in size)
  + starpack (single-file executable of a script/program, derived from the tclkit technology)
  + [BSD-licensed](http://en.wikipedia.org/wiki/BSD_licenses) freely distributable source.

## Syntax and Fundamental Semantics

A Tcl script consists of several command invocations. A command invocation is a list of words separated by whitespace and terminated by a newline or semicolon.

word0 word1 word2 ... wordN

The first word is the name of a command, which is not built into the language, but which is in the library. The following words are arguments. So we have:

commandName argument1 argument2 ... argumentN

Practical example, using the *puts* command which outputs a string, adding a trailing newline, by default to the *stdout* channel:

puts "Hello, world!"

Variables and the results of other commands can be substituted inside strings too, such as in this example where we use *set* and *expr* to store a calculation result in a variable, and *puts*to print the result together with some explanatory text:

*# Good style would put the expression (1+2+3+4+5, in this case) inside {curly braces}*

**set** sum [**expr** 1+2+3+4+5]

puts "The sum of the numbers 1..5 is $sum."

Formally, words are either written as-is, with double-quotes around them (allowing whitespace characters to be embedded), or with curly-brace characters around them, which suppresses all substitutions inside (except for backslash-newline elimination). In bare and double-quoted words, three types of substitution occur (once, in a single left-to-right scan through the word):

* **Command substitution** replaces the contents of balanced square brackets with the result of evaluating the script contained inside. For example, “**[expr 1+2+3]**” is replaced with the result of evaluating the contained expression (i.e. 6) since that's what the expr command does.
* **Variable substitution** replaces a dollar-sign followed by the name of a variable with the contents of the variable. For example, “**$foo**” is replaced with the contents of the variable called “foo”. The variable name may be surrounded in curly braces so as to delimit what is and isn't the variable name in otherwise ambiguous cases.
* **Backslash substitution** replaces a backslash followed by a letter with another character. For example, “**\n**” is replaced with a newline.

From Tcl 8.5 onwards, any word may be prefixed by “**{\*}**” to cause that word to be split apart into its constituent sub-words for the purposes of building the command invocation (similar to the “**,@**” sequence of [Lisp](http://en.wikipedia.org/wiki/Lisp_(programming_language))'s quasiquote feature).

As a consequence of these rules, the result of any command may be used as an argument to any other command. Also, there is no operator or command for string concatenation, as the language concatenates directly. Note that, unlike in [Unix command shells](http://en.wikipedia.org/wiki/Bourne_shell), Tcl does not reparse any string unless explicitly directed to do so, which makes interactive use more cumbersome but scripted use more predictable (e.g. the presence of spaces in filenames does not cause difficulties).

To summarize: there is one basic construct (the command) and a set of simple substitution rules. The single equality sign (=) for example is not used at all, and the double equality sign (==) is the test for equality, and even then only in expression contexts such as the expr command or the first argument to if. (Both of those commands are just part of the standard library; they have no particularly special place in the library and can be replaced if so desired.)

The majority of Tcl commands, especially in the standard library, are [variadic](http://en.wikipedia.org/wiki/Variadic_function" \o "Variadic function), and the proc (the constructor for scripted command procedures) supports the definition of both default values for arguments and a catch-all argument to allow the code to process arbitrary numbers of arguments.

Tcl is not statically typed: each variable may contain integers, floats, strings, lists, command names, dictionaries, or any other value; values are reinterpreted (subject to syntactic constraints) as other types on demand. However, values are [immutable](http://en.wikipedia.org/wiki/Immutable_object) and operations that appear to change them actually just return a new value instead.

## [[edit](http://en.wikipedia.org/w/index.php?title=Tcl&action=edit&section=4)]Interfacing with other languages

Tcl interfaces natively with the [C](http://en.wikipedia.org/wiki/C_(programming_language)) language. This is because it was originally written to be a framework for providing a syntactic front-end to commands written in C, and all commands in the language (including things that might otherwise be [keywords](http://en.wikipedia.org/wiki/Keyword_(computer_programming)), such as **if** or **while**) are implemented this way. Each command implementation [function](http://en.wikipedia.org/wiki/Subroutine) is passed an array of values that describe the (already substituted) arguments to the command, and is free to interpret those values as it sees fit.

Digital [logic simulators](http://en.wikipedia.org/wiki/Logic_simulation) often include a Tcl scripting interface for simulating [Verilog](http://en.wikipedia.org/wiki/Verilog" \o "Verilog), [VHDL](http://en.wikipedia.org/wiki/VHDL) and SystemVerilog [hardware languages](http://en.wikipedia.org/wiki/Hardware_description_language).

Tools exist (e.g. [SWIG](http://en.wikipedia.org/wiki/SWIG), [ffidl](http://www.elf.org/ffidl/)) to automatically generate the necessary code to connect arbitrary C functions and the Tcl runtime, and [Critcl](http://www.equi4.com/starkit/critcl.html) does the reverse, allowing embedding of arbitrary C code inside a Tcl script and compiling it at runtime into a [DLL](http://en.wikipedia.org/wiki/Dynamic-link_library).